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Abstract: In this paper, we demonstrate analytical modeling and experimental verification of
simultaneous ranging and velocimetry measurements in multi-tone continuous wave lidars. To
assess the ranging performance of the proposed lidar, a comparative experiment of the multi-tone
continuous wave and time-of-flight techniques is performed. The average deviation in ranging
is ∼0.75cm with >90% fitting accuracy, which corresponds to the uncertainty of the time-of-
flight measurements due to the detector bandwidth. Simultaneous ranging and velocimetry are
performed on a moving target. The velocimetry accuracy of the multi-tone continuous wave
lidar is dictated by the frequency resolution of the Doppler shift, which is measured as± 0.8cm/s.
The results indicate that multi-tone continuous wave lidars can be improved to perform remote
sensing for oceanography and atmospheric sciences and for autonomous vehicles without using
any amplitude, frequency or phase sweeping.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Over the past years, light detection and ranging (lidar) systems have been vastly investigated and
commercialized for various platforms such as self-driving cars [1], unmanned aerial vehicles and
spacecraft [2]. A wide range of lidar applications such as topographical imaging [3], remote
object sensing, oceanographic and atmospheric surveillance [4], navigation and driver assistance
[1,5] mostly relies on range measurements. Hence, the majority of the lidar instrumentation used
in these applications operate in a pulsed-mode to acquire the range information by comparing the
delay between the ejection time of an optical impulse and the detection time of the backscattered
light in a technique called Pulsed Time of Flight (PToF) measurements [6,7]. Inherently, this
conventional approach lacks the capability of simultaneously extracting the range and velocity
information of a moving target unless a post-processing algorithm on the acquired distance
information is implemented [8–10]. Alternatively, the use of frequency chirped mode-locked
laser pulses or modulated Q-switched pulses have been proposed to improve the capability of
PToF for simultaneous ranging and velocimetry [11,12].

Continuouswave (CW) laser-based lidar systems are being investigated recently as an alternative
to PToF [13–15]. CW lidars are desired because they use coherent detection techniques that
provide a higher signal-to-noise ratio (SNR) than the direct detection method used in PToF. Up
to date, various CW lidar techniques such as amplitude-modulated continuous wave (AMCW)
lidars, frequency modulated continuous wave (FMCW) lidars, and phase-based ranging have
been demonstrated by various groups [16–22]. In the AMCW, the goal is to measure the phase
difference between the reference and the backscattered signal after convolution with the local
oscillator, and in the FMCW, the range is measured by observing the beat note of the signal after
optical heterodyning with the local oscillator. Hence, to perform these measurements and to
extract the precise distance of the target, the AMCW method requires sweeping of amplitude and
phase, while the FMCW technique requires frequency sweeping. In particular, FMCW lidars that
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can also detect the Doppler shifts caused by moving targets, outperform the alternatives in terms
of simultaneous ranging and velocimetry. Under distinct configurations, and by implementing
various sweeping techniques, concurrent ranging and velocimetry capability of different FMCW
lidars were previously demonstrated [23–26].
Previously, we proposed and demonstrated the multi-tone continuous wave (MTCW) lidar

technique that uses a single CW laser modulated by multiple RF tones, and coherent detection
for range measurements without employing any form of sweeping [27–30]. In this technique,
the range is acquired by converting the time delay between the backscattered light and the local
oscillator into tone-power variations via heterodyne detection. Since the detected RF tones
exhibit a sinusoidal pattern based on their individually accumulated phases, and the frequency
of this sinusoidal pattern is inversely proportional to the target distance, an accurate range
measurement is possible from the recognition of the pattern encoded on RF tone powers. In this
paper, we present the theoretical model and experimental demonstration of simultaneous ranging
and velocimetry capability of the MTCW lidar technique. In particular, we show that the velocity
information can be extracted by measuring the Doppler shifts induced by a moving target near
the baseband in the acquired spectrum. We compare the accuracy of our range measurements
with simultaneous PToF lidar data. Similarly, the velocity measurements are verified with the
specs of the utilized motorized stage. We achieved ∼0.75cm measured distance deviation (set by
the temporal resolution of the measurement system) in between MTCW and PToF techniques,
and± 0.8cm/s velocimetry accuracy.

2. Working principle

To realize ranging in the MTCW system, a narrow-linewidth CW laser is modulated by multiple
RF tones in a Lithium Niobate Mach-Zehnder modulator. RF tone frequencies are selected
according to the detector bandwidth (BW). The modulated optical carrier is then brought to the
free space via a collimator and a portion of the beam is separated as a local oscillator to achieve
interferometric coherent detection as illustrated in Fig. 1(a). The electric field of the measurement
arm, Emeas, is formulated in Eq. (1) by considering the transfer function of a Mach-Zehnder
electro-optic modulator (MZM) under push-pull configuration.

Emeas =
A0
2
√
2
αmeas exp

(
j(2πf0)t + jφ0 + j2πf0 2Lmeas

c

)
−m A0

4
√
2
αmeas

N∑
i=1


exp

[
j(2πf0 + 2πfi)t + j(φ0 + φi) + j(2πf0 + 2πfi) 2Lmeas

c

]
+ exp

[
j(2πf0 − 2πfi)t + j(φ0 − φi) + j(2πf0 − 2πfi) 2Lmeas

c

] 
(1)

Here A0 is the amplitude of the electric field, m is the modulation index of the modulator, c is
the speed of the light, and αmeas is the linear attenuation coefficient in the measurement arm.
The terms fi and φi represent the frequency and the phase of the ith RF tone, while f0 and φ0 are
the frequency and phase of the optical carrier, respectively. Lmeas is the distance between the
target and the output facet of the beamsplitter (BS). The electric field of the reference arm, Eref ,
after the BS is identical to Emeas. However, the αmeas should be replaced with αref , Ao should be
modified based on the BS ratio and the distance between the BS and the reference mirror, Lref ,
should take place of Lmeas to formalize Eref . The photocurrent generated over the photodetector
is IPD = R(Eref + Emeas)(Eref + Emeas)

∗, where R is the responsivity of the photodiode. The final
delivered photocurrent, IPD, by a P-I-N photodiode can be formalized as in Eq. (2) for a stationary



Research Article Vol. 28, No. 12 / 8 June 2020 / Optics Express 17243

target without the inclusion of any velocity component [27].
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Here, IPD,ave is the average photocurrent due to the sum of all self-beating components.

Fig. 1. (a) MTCW lidar configuration. (b) Ranging performed by the detected RF
modulation tones that exhibit a sinusoidal pattern, and (c) velocimetry performed by the
resultant cross beatings of the RF tones near the baseband in the frequency domain after
performing FFT.

As is shown in Eq. (2), each RF tone at fi frequency will accumulate a different phase while
traveling to, and back from the target. The phase difference between the measurement and
the reference arms can be expressed as ∆φ = (4π/c)∆Lfi, where ∆L= |Lmeas - Lref |, after the
convolution of the transmitted light with the local oscillator. It is possible to achieve ranging
with (4π/c)∆L(f2 − f1) = 2π, where f2 and f1 are the two successive peak frequencies of a sine
waveform. Therefore, the amplitude variations due to phase differences will yield a sinusoidal
pattern in the frequency domain. Simply, the frequency of the sinusoidal fitting applied to the
amplitude of the measured modulation tones will correspond to the path difference between
two arms as ∆L = c/2∆f , where ∆f represents the frequency of the fitting curve as shown in
Fig. 1(b). Here, the numerical solution of Eq. (2) is shown by utilizing five different RF tones
up to 2.5GHz. The ∆L is set to 20cm, which yields a sine fitting with 750MHz frequency to
illustrate the ranging principle of the MTCW method [27].

On the other hand, the simultaneous velocimetry is realized by exploiting the photonic Doppler
velocimetry (PDV) technique [31,32]. Due to the movement of the target, the optical carrier and
the modulation sidebands will experience a Doppler frequency shift in the measurement arm. The
beating of the received frequency-shifted signal with the local oscillator will yield a frequency
spike near the baseband as indicated in Fig. 1(c). In this process, the cross-beating terms of the
RF tones in the measurement arm wouldn’t overlap with the reference arm; thus, the interference
will only be depending on the self-beating terms to perform ranging. The electric field of the
measurement arm in Eq. (1), can be modified into Eq. (3) by introducing the ∆f0 and ∆fi, which
are the Doppler shifts realized by the optical carrier and the modulation frequencies, respectively.
The magnitude of the frequency shift determines the speed of the target by v = λ0∆f0/2 or
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∆f0 = 2 v
c f0, where v is the speed of the target, and λ0 is the wavelength of the optical carrier.
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The interferometric coherent detection is achieved only if ∆fi is negligibly small. Such an
assumption can be realized by comparing the possible Doppler shifts in the kHz-MHz range
and the optical carrier frequency in the THz. Therefore, the resultant complex Doppler-shifted
IPD equation can be simplified by utilizing the approximation of ∆f0 ± ∆fi ≈ ∆f0. Moreover,
the phase shifts of the modulation tones, φi, and the initial optical carrier phase, φ0, do not
affect the relative phase shift. The phase change due to the main carrier, 2πf0∆L/c, yields a
resolution in the micrometer range and it is assumed to be averaged out by the target surface
roughness and possible small optical path mismatches thus are neglected. By employing these
assumptions, it is possible to simplify the resultant cumbersome IPD equation that contains ∆f0
and the corresponding DC component as in Eq. (4). This is analogous to Eq. (2) if a static target
is assumed with ∆f0 = 0.
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As is shown in Eq. (4), the value of ∆f0 will alter the resultant RF tone powers compared to
Eq. (2). The detected tones will encounter a small reduction in power due to the power transfer to
the corresponding Doppler shifts. Thus, in low SNR configurations, the impact of the noise over
the RF tones will increase, which will affect the sinusoidal fitting accuracy. However, the impact
of Doppler spikes will be minimal in high SNR cases in terms of sine pattern definition.
On the other hand, faster targets that can yield Doppler shifts wider than the laser linewidth

(<1MHz) may inhibit performing interferometric coherent detection by creating a carrier
frequency mismatch in between the Eref and Emeas in the optical domain. Thus, for applications
involving faster targets, a frequency-shifter should be integrated to the MTCW lidar to realize the
interference by compensating the wide Doppler shifts, which will still enable the MTCW system
to perform simultaneous ranging and velocimetry.

It is possible to extract the speed information either by applying short-time Fourier Transform
(STFT) to the measured time-domain signal or by measuring the Doppler shift in the base-band
after applying Fast Fourier Transform (FFT) for ranging to accelerate the data processing during
the measurements. For visualization purposes, the entire flow of theMTCW lidar for simultaneous
ranging and velocimetry is illustrated in Fig. 1. The time-domain data carried by IPD is transferred
into the frequency domain by performing FFT. First, sinusoidal fitting is applied to the acquired
tone powers for ranging. Then the Doppler shift is measured from the frequency spikes near the
baseband to extract the velocimetry information by using the same acquired data.

3. Methodology

The experimental setup used for ranging and velocimetry is presented in Fig. 2. To assess
the accuracy of the ranging measurement and compare our results, we have implemented both
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the MTCW and PToF lidars on the same platform. Here, the PToF lidar is realized by using
a mode-locked (ML) laser with a 25MHz pulse repetition rate. Since our MTCW measures
the delay between the reference arm and the target as amplitude variations, we use the time
difference between the pulses from the reference mirror and the target mirror to capture the same
information in the PToF system. A sample of PToF ranging result is presented in Fig. 3(a), where
∆t represents the time difference between the pulses backscattered from the reference and the
target. The path difference is further calculated via ∆L = c × 2∆t. The accuracy of this technique
depends on the time resolution of the oscilloscope or data acquisition card, which is set to 50ps
and corresponds to a 0.75cm range resolution.

Fig. 2. The experimental setup used for MTCW and PToF lidar ranging, and simultaneous
MTCW lidar ranging and velocimetry, where the target is amirror on amotorized translational
stage.

Fig. 3. (a) Performing ranging via PToF technique of a stationary target, (b) acquired
reference tones for MTCW ranging.

The MTCW lidar is built by using a narrow-linewidth CW laser (<1MHz) operating at
1540.2nm with 14mW average output power that yields a coherence length of about 150m to
realize coherent detection. The light is further carried to a polarization controller (PC) by a
single-mode fiber (SMF) to optimize the modulation with MZM. 6 RF tones at 79, 391, 971, 1657,
2159 and 2623 MHz were generated by generator boards and combined with a 6-channel RF
combiner that is followed by a Bias-Tee with an additional 1.3V DC offset to realize quadrature
bias at the MZM. To define a sinusoidal pattern at least 2 RF modulation tones are required
according to the sampling theory. However, having more than 2 tones will improve the fitting
accuracy if the signal is noisy. The experimental demonstration with six tones here, on the other
hand, is limited by the number of input ports of the RF combiner used in the setup. Moreover,
the tones are carefully selected in a fashion to forestall the cross-beating and the harmonic terms
to overlap with the main modulation tones. The modulated light is amplified with a commercial
Erbium-doped fiber amplifier (EDFA) with a >10dB gain to achieve a higher SNR. A 95/5 fiber
Y-coupler is used to combine the 5% of the ML laser with 95% of MTCW lidar and feed it to
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the collimator (CL). ML laser was only operational while ranging is performed with the PToF
method.

In the free space, a 50/50 beamsplitter (BS) is placed on the optical free-space path to realize
interference. A reference mirror is placed ∼3cm away from the BS to reflect the beam into the
BS, then to the detector for coherent detection. The detected tones in the reference arm are shown
in Fig. 3(b). To inhibit any ambiguities due to tone power differences, the acquired measurement
data is normalized with respect to the reference arm during each measurement to realize the
variations in the tone powers.

A pre-programmed motorized translational stage that can move with a desired constant speed,
v, up to ∼10cm/s is anchored ∼90cm away from the BS, and a mirror is stationed on the stage to be
used as a target to avoid the power requirements and reduce the effect of αmeas for demonstration
purposes. The reflected beams from both mirrors are further combined in the BS and navigated
into the collection lens (L1). The collected light is compressed by L1 and sent to the free space
InGaAs P-I-N photodetector (PD), which has a 5GHz BW and 80µm active area. By considering
the thermal noise of the oscilloscope, the minimum resolvable power is in the µW levels with the
utilized PD. The data is acquired by an 8GHz BW oscilloscope, where the time window is set to
100µs with 50ps time resolution, yielding a 10 kHz frequency resolution, which determines the
limit for the velocimetry accuracy.

First, the 40cm long stage is swept in 20 steps with 10 trials per step and at each step, ranging
is performed with both MTCW and PToF lidars one at a time. Then the stage is operated in the
scanning mode, where the target oscillates back and forth with a constant speed to perform PDV
at different speeds. Moreover, 15 different trials are performed while the target is around the
midsection of the motorized stage for simultaneous ranging and velocimetry. If they operate
at the same time, ML distorts the data acquired by the MTCW technique. Therefore, it is not
possible to acquire the position information via PToF at the same instance of data acquisition by
MTCW lidar. Due to this adverse issue, the comparison is performed only for stationary targets.

4. Results and discussion

4.1. Ranging

The PToFmethod results yield a total coverage of 87.7cm to 126.7cm from one facet of the stage to
the other. The minimum resolvable range with the MTCW can be estimated by assuming a single
sinusoidal fit in the entire frequency window as ∆Lmin = c/2∆fRF, where ∆fRF = fN − f1 ≈ fN is
defined by the first and last RF modulation tones f1 and fN , respectively. The resultant ∆Lmin with
the selected RF tones is ∼5.9cm. On the other hand, the maximum unambiguous range, ∆Lmax, of
the MTCW methodology can be theoretically defined by the greatest-common-divisor frequency
of the selected RF modulation tones, which is 1MHz in the current setup that corresponds to
∼150m [27]. Overall, the current setup is capable of providing the range information in between
5.9cm-150m without facing any recursion of the emerging sine pattern. During stationary
target ranging, sine fitting is performed based on a1 sin(b1f + c1) function at each step after
normalization with respect to the reference arm, where b1 represents the frequency of the fitting
curve, ∆f . The sweeping limits for b1 are set based on the information gathered by the PToF
technique to mimic a quasi-CW operation. The average mismatch in range measurements between
PToF and MTCW is measured to be ∼0.75cm, where 0.75cm is also the range resolution that
PToF can provide with the given RF bandwidth and the sampling rate of the system. In particular,
we use a 5GHz photodetector and 8GHz oscilloscope in the experimental system along with a
20GS/s sampling rate, hence the maximum step resolution of the PToF is found to be 0.75cm.
Furthermore, the resolution of the MTCW lidar is determined by how well the variations in the
tone amplitudes can be detected with respect to the fine step size. This is governed by the noise
over the RF modulation tones and the selected tone frequencies. Due to the behavior of cosine,
the high-frequency tones will yield larger amplitude variations compared to slower frequencies.
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With amplitude variations larger than the noise limit, the MTCW lidar will perform ranging with
high resolution.
On the other hand, the accuracy of the MTCW lidar is governed by the quality of the sine

fitting on RF tone power distribution. The detected tone powers after the interference will vary
due to the amplified spontaneous emission (ASE) at the EDFA, RF source noises and detector
noises. The amplitude m′ of the emerging sine fitting will indicate the accuracy of the MTCW
lidar technique. Higher the sine fitting amplitude m′, the better matching, and detection accuracy
it will produce. Here, we use the R-squared (R2), statistical regression model, to measure the
accuracy of the sine fitting algorithm, where R2= 1 depicts a perfect fitting, and R2=0 is no
correlation. The data with maximal R2 is selected among the 10 trials at each step and compared
with the corresponding PToF measurement as in Fig. 4.

Fig. 4. Stationary target ranging with PToF technique (red) and MTCW lidar (blue) along
with the corresponding error bars that represent the standard deviation of 10 trials with
respect to the best R2 data. The inset shows the calculated R2 at the given step.

As is clear, the ranging via MTCW lidar is in a close agreement with the PToF results. The
greater portion of the results is within the PToF range resolution. The maximum deviation
between the two techniques is <3cm, which occurred only in the step number 19 at ∼124.4cm
target distance. This can be attributed to the possible destructive interferences realized by the
majority of the tones at the corresponding ∆L that distorts the sine fitting algorithm, and also
to the stability of RF sources. The calculated R2 values vary between 0.715 and 0.997 and the
average R2 is 0.918, which indicates a >90% accuracy in the sine fitting algorithm. Increasing
the number of RF modulation tones, or low noise RF tones may improve the variations in the
R2 measurements. The average standard deviation measured in 20 steps with 10 trials is 0.5cm,
which indicates the repeatability of the MTCW methodology. Moreover, the error bars in Fig. 4
represent the standard deviation of the measurements while the target is at the same location.
The largest deviation is <2cm and the smallest standard deviation is measured to be 0.12cm.

Previously, we have investigated the role of the attenuation coefficient, αmeas, on the amplitude
of the sine fitting, m′, in numerical analysis, and it is shown that in low noise systems, the sine
fitting can be performed with a power imbalance up to 20dB. [27]. Based on these findings,
a variable attenuator in the reference arm was suggested to preserve the m′. By introducing
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monitoring power meters co-operating with a variable attenuator to the reference branch, it is
possible to manipulate the power of the local oscillator depending on the collected power from the
target. Hence, a coarse adjustment on the reference power will be sufficient to achieve the power
balance. Otherwise, the reference arm dominates the interference and minimizes the amplitude
variations induced by the phase difference. However, the effect of the noise was neglected in the
former study. We performed a numerical simulation by using RSoft’s OptSim© optical simulation
software to analyze the impact of noise on m′. 6 RF tones up to 3.5GHz were used to modulate a
20mW, 1kHz linewidth input laser operating at 1550nm. The modulated light is amplified up to
1W average output power via an EDFA. In the free space, a time delay that corresponds to a 1m
path difference was placed in the measurement side, while the reference arm is kept as a local
oscillator after a 50/50 BS. The detection is realized via a P-I-N PD with 5GHz BW that has
R= 0.9A/W and a dark current equal to 1.5nA, which matches the specs of the detector used in
the experiment. The PD is terminated by a 50W load, and room temperature is assumed without
any electrical amplifier gain as the parameters for the thermal noise. All the electrical and optical
noises were enabled during the simulations in noise-included trials. Both measurement and
reference arms were multiplied by the same linear attenuation coefficient to mimic the behavior
of a variable attenuator. With this approach, the effect of the single-arm attenuation was isolated
to see the impact of the noise alone. The resultant RF tones with noise after each simulation
were compared with the ideal noiseless RF tones. The ideal case yields the best achievable
m′ that corresponds to maximal measurement accuracy. The deviation in the amplitude of the
sine fitting, δm′, can be represented as δm′ ∼ 〈

∑
i
|Pideal(fi) − Presult(fi)|〉, where Pideal and Presult

are the tone powers at ith tone frequency under noiseless and noisy configurations, respectively.
The relative δm′ is presented in Fig. 5 along with the corresponding average received powers at
different attenuation levels. The average noise power is calculated to be -73dBm, where the noise
equivalent power (NEP) is calculated to be 0.6fW/Hz1/2, which matches commercially available
PIN PDs.

Fig. 5. The deviation in the amplitude of the sine fitting (m′) due to noise (left). The
received power with respect to the introduced linear attenuation (right). The noise floor is
indicated as -73dBm (right).

δm′ develops an understanding of the relation between the error in the measurement due to
noise and the minimum required power in detection. When the received signal power falls under
-50dBm, fluctuations in the tone powers due to noise will alter the sine fitting. Therefore, the
measured sine frequency will change, and the accuracy will start to degrade. It is not possible to
explicitly differentiate the signal after -60dBm of received power. The largest contribution to
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noise is caused by the thermal noise, which is further enhanced with the wide BW requirements.
Once the effect of αmeas and noises are combined, received power should be high enough to
achieve an SNR of >15dB. To mitigate such an issue, quasi-CW pulsation can be realized by
introducing applicable repetition rates and duty cycles via the addition of another modulator. As
a result, the detected power will be higher, and the RF tone powers will yield the desired sine
fitting.

4.2. Velocimetry

At first, to investigate the PDV with the MTCW setup, only velocimetry is performed without
simultaneous ranging. Four different velocity settings are introduced to the motor one at a time
to realize four different speeds and corresponding Doppler shifts. Hence, each velocity setting
yields a different frequency spike near the modulation tones and the baseband. For instance,
an RF modulated optical carrier at f0 and sidebands at f0 ± fi will move to new frequencies at
f0 + ∆f0 and f0 ± fi + ∆f0, respectively. We use the new beating tones to estimate the velocity of
the moving object.

Figure 6 presents the measured ∆f0 near the baseband under different motor velocity settings.
The measured frequencies are at 45, 65, 105 and 135kHz, respectively, and the corresponding
calculated speeds are 3.5, 5.0, 8.0 and 10.4cm/s. The measured speeds are verified coarsely by
timing the movement of the translational stage and further confirmed with the specs of the electric
motor. The accuracy of the velocimetry is related to the frequency step size, which is 10kHz.
Depending on the sampling of the Doppler shift, there is an error range of about± 0.8cm/s during
the PDV.

Fig. 6. Frequency spikes at the base band for moving targets with speeds of (a) 3.5 cm/s,
(b) 5.0 cm/s, (c) 8.0 cm/s and (d) 10.4 cm/s. The corresponding Doppler shifts are 45kHz,
65kHz, 105kHz and 135kHz, respectively.

Due to the employed dual-sideband (DSB) modulation, coherent detection will yield both
positive and negative terms caused by the Doppler shift in the RF domain as given in Eq. (4).
Hence, a standard modulation technique will not resolve the direction of the motion. In order to
resolve the direction, a single-sideband (SSB) modulation should be considered. During the SSB
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modulation, the direction in the shifts near the modulation frequencies will reveal the direction
of the speed in the RF domain as fi + ∆f0 or fi − ∆f0. The magnitude of the velocity can still be
acquired by the Doppler spike near the baseband; however, the sign of the Doppler shift can only
be realized near a modulation tone under SSB configuration. In addition, for the targets with
acceleration, STFT methodology can be employed to map the changes in the speed of the target
during selected time intervals [30].

4.3. Simultaneous ranging and velocimetry

Simultaneous ranging and velocimetry are performed while the target is passing through the
midsection of the translational stage at ∆L of 106-110cm for verification purposes. We collect 15
data points, and present corresponding simultaneous range and velocity measurement result in
Fig. 7. As expected, the measured ∆L are within the indicated range with high R2 values in each
trial. The lowest R2 is 0.88 and the average R2 is 0.96 that indicates the accuracy of the sine
fitting. The power transferred to the Doppler spikes from the measured RF tones has a lower
impact on the resultant R2 in our experimental setup. Thus, the average R2 is found to be within
the same range of the average R2 acquired in the static target case.

Fig. 7. Simultaneous ranging and velocimetry result for 15 trials while the target is moving
with v = 8 cm/s. (a) Ranging, (b) corresponding R2 of the sine fitting, and (c) the measured
velocity at the same instance.

The measured frequency spikes near the baseband after coherent heterodyning is ∼105kHz,
which corresponds to a speed of ∼8 cm/s. The majority of the trials yield the expected value
except for trial numbers 1, 3 and 8. As is seen in Fig. 7(c), the outliers are within the predicted
error range of± 0.8cm/s. The sampling of the frequency spikes depicts the accuracy; thus, it is
possible to improve the velocity resolution by increasing the time window without changing the
sampling rate. This will result in compromising from the BW based on the requirements of the
desired application.

5. Conclusion

In this work, the theoretical model of the simultaneous ranging and velocimetry of the MTCW
lidar is developed. The system is demonstrated in the experimental domain by utilizing a
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motorized translational stage and a target mirror under stationary and dynamic conditions.
Application of the MTCWmethod via sine fitting yields the range information, while the Doppler
shift generates the speed of the target with the RF tone beatings. The MTCW ranging results
are in satisfactory correlation with the PToF measurements for stationary targets based on the
R2 analysis that yields an average deviation of ∼0.75cm that corresponds to the PToF ranging
resolution. Simultaneous velocimetry produces precise results within± 0.8cm/s speed resolution.

The ranging accuracy is SNR dependent, while the resolution of the velocimetry is governed
by the time window and sampling rate. The results of the numerical simulation were presented to
show the impact of noise over the detected RF tones. A minimum of -60dBm received signal
power is essential to resolve the detected tone powers. To realize a higher SNR, a quasi-CW
pulsation can be introduced to the modulated CW laser that will have a higher peak power.
However, the velocity resolution will decrease accordingly due to the decrement in the time
window. Depending on the selected measurement ranges and resolution requirements for ranging
and velocimetry, the quasi-CW pulse width can be carefully engineered by time gating with
an additional modulator. In addition, for longer range applications that exceed the maximum
unambiguous measurement range of the MTCW system, the use of quasi-CW signals with
RF modulation will yield the coarse range measurement from PToF data, while the MTCW
methodology yields the fine resolution information. Moreover, the linewidth of the CW laser
will indicate the coherence length of the propagating beam. To realize coherent detection via
interferometry, the linewidth should be selected according to the desired measurement range.
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